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The strand grid approach is a flow solution method where a prismatic-like grid using
“strands” is grown to a short distance from the body surface to capture the viscous bound-
ary layer and the rest of the domain is covered using an adaptive Cartesian grid. The
approach offers a potential for nearly automatic grid generation and adaptation requiring
very few input parameters; at same time offering the ability to obtain fast and efficient flow
solution. This paper explores the sensitivity of rotor hover predictions to various meshing
parameters in the strand grid framework. Surface mesh resolution has minimal impact on
the predictions, whereas both the outer extent of the strand mesh and the Cartesian mesh
resolution have significant effect to rotor performance and wake predictions. A strand mesh
extending out to half a chord distance away and a Cartesian mesh spacing of less than two
times the outer boundary spacing of the strand mesh is recommended for most rotor blade
simulations.

I. Introduction

The ability to accurately predict the hover performance of a rotor is critical in rotary-wing vehicle design.
For a full-scale helicopter rotor a 1% change in figure of merit (a commonly used measure of rotor efficiency)
can translate to 200-300 lb of useful payload. With the advances in high performance parallel computing
power over the past decade, high fidelity Computational Fluid Dynamics (CFD) analyses of helicopter rotors
in hover have now become routine.1–3 However, as the AIAA Hover Prediction Workshop results have
shown,4 there is still considerable variation in the results depending on the code and the meshes used.

}

}
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Figure 1. Strand definition.

Traditionally, there are two primary types of flow solvers
available: structured grid solvers and unstructured grid
solvers. Structured grid solvers are efficient and allow use
of higher order algorithms. The efficiency of structured grid
solvers enables use of many more grid points to provide accu-
rate solution. However, generating a structured grid, even
when using multi-block structured and/or overset meshes,
can be extremely challenging. On the other hand, un-
structured codes generally offer more flexibility and automa-
tion in grid generation and problem setup for geometrically-
complex bodies such as fuselages and hubs. But, the overall
computational cost associated with such solvers to provide
comparative level of accuracy as a structured grid solver is
significantly higher.

The strand grid approach5,6 provides the potential for
performing high-fidelity modeling and simulation with a very
high degree of automation while achieving a solver efficiency
comparable to structured grid solvers. In this approach,
the volume mesh generation process is fully automated by
extending a viscous-quality prismatic mesh directly from a
surface tessellation composed of triangles and quadrilaterals. A near-body volume grid that resolves the
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viscous boundary layer is constructed by inflating the surface grid along curves that can be represented with
just a few parametric quantities. These curves, referred to as “strands”, are straight lines in most regions,
each represented by a pointing vector and a length (see Fig. 1). Strands extrude a short distance from the
solid boundary and intersects with adaptive Cartesian grids, which cover the rest of the domain to the outer
boundaries. The strand and the Cartesian grids are connected through an overset interface. The Cartesian
grid is automatically generated based on the wake spacing of the strand grid.

The objective of this work is to assess the sensitivity of rotor hover predictions to the few independent
meshing parameters in the strand grid framework. Specifically, the sensitivity of the rotor performance and
the tip vortex/wake characteristics to these parameters will be analysed. The intention of this work is to
provide a best-practice guideline for researchers using strand grid framework to simulate rotorcraft problems.

The mesh generation in the strand grid framework requires the following inputs: 1) a surface tessellation,
which can be composed of either triangles or quadrilaterals or a mix of both, 2) a strand length, which
determines the outer extent of the strand grid, 3) a wall spacing to achieve a desired y+, 4) a desired wake
spacing, which is the normal spacing at the strand outer boundary, and 5) a ratio of the near-body to
the off-body mesh resolution at the overset interface. Among these parameters, the viscous wall spacing is
determined by the flow Reynolds number and is typically fixed for a particular problem. The wake spacing to
some extent is determined by the strand length and a desired stretch ratio. Therefore, the two independent
parameters that can be varied in the near-body mesh for a given problem are the surface tessellation and
the strand length. Further, the finest level spacing of the off-body Cartesian grid is determined by the ratio
of the off-body to the near-body mesh resolution at the overset interface. In this work, this ratio is also
considered an independent parameter to identify the sensitivity of the simulation to the off-body grid and
the overset interfacing.

All the simulations in this work are performed using the Helios software,7–9 which is a rotary-wing product
of the HPCMP CREATETM-AV (air vehicles) program.10 Helios incorporates the strand grid approach as
one of the options to perform high-fidelity CFD analysis. Helios uses mStrand11 as the specialized strand
grid solver to resolve near-body viscous region and SAMCart3 as the block structured Cartesian solver in the
off-body to resolve the wake through a combination of high-order algorithms and adaptive mesh refinement
(AMR). The PUNDIT12 domain connectivity software facilitates parallel data exchange between the two
mesh types as well as enables relative motion between the mesh systems. Coordination of the different codes
is managed through a lightweight and flexible Python-based infrastructure.13,14

The remainder of the paper is organized as follows. Section II provides a brief description of the flow
solvers. This is then followed by a description of the mesh generation strategies used in this work in
Section III. Results from earlier validation studies using the strand grid framework is presented in Section IV.
The results showing the sensitivity of rotor hover predictions to strand meshing parameters is provided in
Section V. Concluding remarks are offered in Section VI.

II. Description of Flow Solvers

This section provides a brief description of the near-body strand solver, mStrand,11 and the off-body
Cartesian solver, SAMCart.3

II.A. Strand Near-Body Solver (mStrand)

mStrand is a newly developed specialized strand grid solver that uses a vertex-centered finite-volume spatial
discretization. The Reynolds-averaged Navier-Stokes (RANS) equations in a general moving coordinate
system in three dimensions is solved. mStrand accommodates both quadrilateral and triangular surface
elements and handles general prismatic meshes in the normal (strand) direction. The Roe’s approximate
Riemann solver15 is used to compute the inviscid conservative fluxes. The second-order gradients are limited
using a differentiable form of Van-Albada’s limiter16 in both the streamwise and the strand directions.
The solver incorporates a second-order implementation of full Navier-Stokes for the viscous terms (no thin-
layer approximation) and the Spalart-Allmaras turbulence model17 with first order discretization. Implicit
solution is performed using a fully coupled (mean-flow and turbulence equations) preconditioned GMRES.18

A specialized strand-based preconditioner is constructed from first-order Jacobian terms that require only
nearest neighbor contributions. A fully parallel implementation of mStrand is obtained by partitioning the
surface mesh into contiguous blocks on the basis of surface elements using Metis.19 More details of the
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mStrand solver can be found in Ref. 11.

II.B. Cartesian Off-body Solver (SAMCart)

A structured adaptive solver SAMCart is used for the Cartesian off-body grid. The parallel mesh adaptive
capability is provided by the SAMRAI20 library and the solution in each block is obtained using a solver
called Cart. The Cart solver uses a high-order central differencing scheme - 6th order with 5th order
dissipation for the inviscid terms and 4th order for the viscous terms. Cart implements the Spalart-Allmaras
turbulence model and can also enable DES capability. The solver includes an implicit second order BDF2
time integration scheme with LU-SGS and diagonalized ADI implicit operators. Further description of
SAMCart can be found in Refs. 21 and 22.

III. Mesh Generation

This sections provides details regarding the strand and the Cartesian mesh generation strategies.

III.A. Strand Mesh

All the strand meshes used in this work are generated using a code called mStrandGen (multi-Strand Mesh
Generator). The algorithm used in mStrandGen was first introduced in Ref. 23. The inputs for the strand
mesh generation are 1) a surface tessellation, which can be composed of triangles and quadrilaterals, 2) a
strand length, 3) a wall spacing to achieve a desired y+, and 4) a desired wake spacing. The desired wake
spacing correlates to the finest spacing in the Cartesian grid used to resolve the wake.

While generating a strand mesh, strands are grown from each surface vertex. The initial strand direction
vector is constructed by computing the average face normals of the elements that share the vertex. All
strands have same number of points and point distribution; so they grow to an identical length that depends
on the input parameters. Spacing along each strand ranges from viscous at the root to a specified wake
spacing at the outer extent, as shown in Fig. 1.

Next, smoothing is applied to improve coverage and mesh quality around sharp corners, such as the
leading or trailing edges. A smoothing algorithm is applied which seeks to average each strand direction
vector relative to its neighbors, effectively seeking isotropic spacing in the prism cells at the strand extents.
Figure 2 shows a comparison of a non-smooothed and a smoothed mesh. Smoothing is implemented using an
iterative scheme such that the degree of smoothing can be adjusted by the number of iterations. In general
it is desirable to have a maximally smoothed strand mesh to yield isotropic cells at the strand extents that
transition smoothly to the Cartesian off-body mesh. In practice, however, there are circumstances where too
much smoothing produces negative volumes in the prism stack due to strand crossings. To avoid this issue,
smoothing is applied in an iterative fashion whereby the maximal smoothing is applied that does not result
in strand crossings. That is, after each smoothing iteration prism volumes are computed and smoothing is
stopped if any negative volumes are found.

(a) Non-smoothed (b) Smoothed

Figure 2. Strand direction vector smoothing. (a) initial direction vector normal to surface, no smoothing applied, (b)
strands with smoothed direction vectors.
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Figure 3. Multi-level strand mesh near the tip
of a blade.

To improve the overall mesh quality, a multi-level strand
mesh generation strategy is used. This strategy grows strands
in multiple levels, typically three or four. The steps for gener-
ating the first level is exactly identical to that described above,
but the strands are now grown only to a fraction of the speci-
fied final distance. In the subsequent levels, the tessellation of
the inflated surface from the previous level is used as the start-
ing point and strands are grown further outward. The strands
generated with this approach are not necessarily a straight line,
but are made up of few line segments. However, the require-
ment of having a compact representation of the strands is still
valid. Figure 3 shows an example of a multi-level strand mesh
by plotting a section of the mesh near the tip of a blade.

III.B. Cartesian Mesh

The Cartesian grid is generated following a Berger and Colella24-style multi-level block-structured AMR
(SAMR) grid hierarchy. The coarsest level defines the physical extent of the computational domain and new
levels are constructed from coarsest to finest. Each finer level is formed by selecting cells on the coarser
level and then clustering the marked cells together to form block regions that will constitute the new finer
level. The result is a hierarchy composed of nested refinement levels, with each level formed as a union of
logically-rectangular grid regions.

The Cartesian grid is refined to match specified mesh spacing ratio, α, at the extents of the strand mesh,
as demonstrated in Fig. 4. The location of the clip index elements (x, y, z) and the wake spacing ∆s are
provided to the Cartesian grid generator (a), cells on the Cartesian grid system that contain strand outer
boundary elements are checked (b) to see whether the Cartesian grid spacing ∆x is greater than the specified
factor of the wake spacing α∆s. If they are, ∆x > α∆s, the Cartesian cell is marked for refinement. All
marked cells are clustered to construct a new finer level in the hierarchy. The process is repeated until
no Cartesian cells are marked, fully satisfying overset donor-receiver requirements and ensuring good mesh
overlap at the Strand/Cartesian overset boundary.

(a) Wake spacing at strand extents (b) Cartesian refinement to match spacing

Figure 4. Off-body adaptive Cartesian mesh generation to resolve overset interface between strand and Cartesian grids.

After the initial generation of adaptive Cartesian grids to satisfy geometric requirements, grids are sub-
sequently adapted throughout the simulation. Mesh cells that contain regions of swirling flow are identified
using the scaled Q-criteria scheme proposed by Kamkar et al.25 Alternative solution quantities – e.g., vortic-
ity or Q-criteria magnitude, density variation, entropy, etc. – could readily be substituted to drive refinement
in the adaptive solution procedure. However, the scaled Q-criterion automates the wake refinement proce-
dure, which is an advantage over other quantities. If a defined quantity such as vorticity or Q criteria is used,
predicting beforehand the appropriate threshold is often difficult. Also, the strength of the vortex wake may
be variable throughout the simulation. Multiple runs are therefore required to determine a suitable threshold
quantity. The scaled Q quantity requires no such tuning and automatically adjusts to the changing scales of
rotational flow in the wake.
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IV. Validation

This section demonstrates the ability of the strand grid framework to accurately predict rotor hover
performance as well as tip vortex formation and evolution. The results shown in this section were originally
presented in an earlier work by the current authors.11

IV.A. TRAM Rotor in Hover

The performance prediction capability of the strand grid framework is demonstrated using (TRAM) rotor,
which is a quarter-scale model of the right-hand Bell/Boeing V-22 three-bladed proprotor tested in the
Duits-Nederlandse Windtunnel Large Low-speed Facility (DNW-LLF). Computed results are compared to
the hover tests conducted in airplane mode at tip Mach number 0.62. Aerodynamic surface pressures, thrust
and power, were measured along with structural loads and aeroacoustics data. A summary of the nominal
operating conditions used for the computational model are shown in Table 1. Further details of the test are
given in a comprehensive report by Johnson.26

Tip chord c 5.5 in
Blade radius R 57 in

Tip Mach number Mtip 0.62
Re number at tip Retip 2.1× 106

Table 1. Nominal operating conditions for isolated TRAM rotor studies.

Figure 5 shows the variation of power coefficient (CQ) with thrust coefficient (CT ), normalized by the
rotor solidity (σ) and the variation of figure of merit (FM = C

3/2
T /

(√
2CQ

)
) with CT , obtained by changing

the collective angle of the blade. Plotted are the results from the experiments, Helios/mStrand setup and
the results obtained using an unstructured near-body flow solver (NSU3D27) in the Helios framework.28

The Helios/NSU3D calculation is considered the benchmark best results obtained for this rotor with the
Helios framework. The results clearly show that the performance predicted by the strand grid framework is
comparable to the best available predictions. Both the CFD calculations under-predict the FM by 2− 3%
at intermediate collective angles.

(a) (b)

Figure 5. Performance results from TRAM rotor simulation.

IV.B. “Martin” Rotor in Hover

The results for the so-called “Martin” rotor29 is used to demonstrate the ability of the strand grid approach to
accurately predict tip vortex formation and evolution in hover. In the experiments, the tip vortex evolution
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was studied using LDV-based velocity measurements made at selected wake planes ranging from 3 to 395
deg. The setup consisted of single untwisted blade with rectangular planform (with a square tip share)
operated on a hover test stand. The relevant test-case details are given in Table 2.

Chord c 44.5 mm
Blade radius R 406 mm

Tip Mach number Mtip 0.26
Tip Reynolds number Retip 272, 000

Collective pitch θ 4.5◦

Root cutout 20%
Airfoil NACA 2415

Table 2. Experimental test conditions for Martin rotor.

Figure 6(a) shows the streamwise vorticity contour near the tip of the blade at selected sections. The
formation of tip vortex is very well resolved and the presence of secondary and tertiary vortices is evident.
Similar conclusion can be drawn from Fig. 6(b), which shows the iso-surface of q-criterion colored by vorticity
magnitude contours. The vortex is transferred smoothly from one mesh to the other. Also seen in this plot
is the returning vortex after one blade passage. The twisting of the returning vortex is prominent. The
off-body Cartesian mesh has refined adaptively to capture the wake.

Figure 7 provides a quantitative comparison of the captured wake with the experimentally measured
swirl velocity (normalized by the rotational speed of the rotor) profile at different wake planes. The swirl
velocity profile is obtained by cutting a horizontal line across the center of the vortex in that plane. The
x-axis in these plots is the radial location of the vortex normalized by the blade radius. Therefore, the
contraction of the wake with increasing wake age is reflected in these plots. The predicted contraction rate
is accurate when compared to the experimentally measured value. Examining the vortex profiles, the peak
swirl velocity is slightly under-predicted at the earliest wake age (ξ = 3◦), which probably results in a
slightly larger vortex core. At this wake age, any discrepancy can be primarily attributed to the difficulty in
accurately predicting the tip vortex formation using a RANS-based solver. Computational solutions of the
RANS equations suffer from numerical and turbulence modeling errors, that can make the prediction of tip
vortex formation extremely challenging. It should be noted that these predictions are as accurate or better
than most results available in the literature.

At other wake ages shown, the tip vortex is resolved in the off-body Cartesian mesh. The high-order

(a) Streamwise vorticity contours (b) Iso-surface of q-criterion

Figure 6. Formation of trailed vortex system in Martin rotor simulation.
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(a) ξ = 3◦ (b) ξ = 45◦

(c) ξ = 90◦ (d) ξ = 137◦

(e) ξ = 209◦ (f) ξ = 371◦

Figure 7. Swirl velocity comparison for Martin rotor simulation.
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Cartesian solver is able to preserve the vortex accurately and the discrepancy between the measurement and
the prediction is seen to reduce as the wake age increases. Note that due to the twisting of the tip vortex (see
Fig. 6), the velocity profiles obtained along cuts in different axes are not identical. Some discrepancies in the
results could be attributed to that. Overall, the results obtained are very satisfactory and demonstrate that
use of a strand-based near body mesh with an off-body Cartesian mesh is a viable framework for accurate
prediction of tip vortex formation and evolution.

V. Sensitivity Results

The sensitivity of rotorcraft hover predictions to different mesh input parameters in the strand grid
framework is evaluated using hover calculations of the TRAM rotor presented in the previous section. The
blades are set at a collective angle of 14◦. All three rotors and the hub are meshed with independent strand
meshes that overset with each other. The PUNDIT domain connectivity facilitates parallel data exchange
between different near-body meshes. Figure 8(a) shows an example strand mesh used for the TRAM rotor
calculation. The hub mesh is comprised only of triangular elements. The blade mesh is comprised mainly of
quadrilateral elements with triangular elements only at the tip cap. The use of quadrilateral and triangular
elements in appropriate regions provide a balance between flow solution accuracy and ease of meshing.
Figure 8(b) shows interface between the blade, the hub and the Cartesian meshes.

(a) Blade mesh (b) Interface between blade, hub and Cartesian mesh

Figure 8. An example mesh for TRAM rotor simulation.

As mentioned before, the sensitivites to three parameters, namely, 1) surface resolution, 2) outer extent of
the strand mesh (strand length), and 3) the Cartesian mesh resolution are investigated. All the calculations
are run for 6 revs, 8640 steps with a rotor step of ∆ψ = 0.25◦. The near-body solver uses 4 sub-iterations to
obtain an order of magnitude of convergence in the residual while the off-body is run for 12 sub-iterations.
Off-body AMR is turned on after two revs and adapted every 1.25◦, or 5 time steps. Spalart-Allmaras
turbulence model with rotational correction is used in both near- and off-body solvers.

V.A. Surface Resolution

To investigate the impact of surface resolution on the hover predictions, three different blade meshes are
considered - coarse, intermediate and fine. Identical hub mesh is used in all cases. Table 3 provides the
statistics of the different strand meshes. The only difference in the different blade meshes considered is the
resolution near the tip region. The main motivation here is to understand the impact of mesh resolution
near the tip on the predicted performance and wake characteristics. The coarse blade mesh has a resolution
such that there are 10 points across the thickness of the blade, the intermediate resolution mesh has 20
points and the fine mesh has 40 points along the same length. In all the cases, a constant spacing with the
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Mesh Surface Triangular Quadrilateral Strand
Nodes Elements Elements Points

Coarse blade mesh 42808 8432 38590 101
Intermediate blade mesh 54712 9086 50167 101
Fine blade mesh 69109 10640 63787 101
Hub mesh 4495 8986 0 101

Table 3. TRAM near-body mesh statistics with different surface resolution.

(a) Coarse blade mesh (b) Intermediate blade mesh (c) Fine blade mesh

Figure 9. Blade mesh with different surface resolution for TRAM rotor.

Mesh System CT /σCT /σCT /σ CQ/σCQ/σCQ/σ FMFMFM

“Coarse” mesh system 0.167405 0.018619 0.789600
“Intermediate” mesh system 0.167424 0.018617 0.789802
“Fine” mesh system 0.167464 0.018619 0.790012

Table 4. TRAM rotor performance with surface resolution.

aforementioned resolution is used along the outboard 4% blade radius. This provides the necessary resolution
to preserve the tip vortex as it moves inboard behind the blade. Figure 9 shows the surface mesh of the three
cases. All the blade meshes extend to about half a tip chord distance from the blade. The wake spacing,
which is the normal spacing at the strand outer boundary, is set to 2.5% of the chord length. For these set
of calculations, the finest spacing in the off-body is set to twice the wake spacing in the strand grid. The
three mesh systems considered here will be referred to as “coarse”, “intermediate” and “fine” mesh systems,
respectively, in this section.

Figure 10. Time history of predicted figure of
merit for TRAM rotor.

Table 4 shows the predicted thrust (CT ) and power (CQ)
coefficients (normalized by the rotor solidity, σ) as well as
figure of merit (FM) for the three sets of simulations. Note
that the tabulated data is obtained by averaging the inte-
grated forces over the last rotor revolution. The thrust and
power coefficients show less than 0.5% variation over the last
rotor period. Consequently, the figure of merit show little
more than 0.5% variation over this time period as seen in
Figure 10. The unsteadiness in the prediction has a fre-
quency of three per revolution, corresponding to the three
blades in the rotor, indicating that the variations seen are
inherent to the physics of the problem and not an artifact
of the solution procedure. Temporal variations of similar
magnitude were also observed in the forces predicted using
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different mesh systems discussed later in the paper. Table 4 clearly shows that the rotor performance is not
impacted much by the tip resolution and various quantities are almost identical in all the cases.

Figure 11 shows the vorticity magnitude contours near the tip of the blade for the three different cases.
Also shown is a slice of the mesh to highlight the overset interface. The plot clearly shows the formation
of tip vortex and its evolution from the near-body to the off-body grid. Careful observation shows that the
vortex strength at the very early wake age is stronger for the finer blade meshes, but the strength of the
vortex convecting downstream does not differ very much between the three mesh systems.

Figure 12 shows a quantitive comparison of vortex strengh on the three different mesh systems by plotting
the peak vorticity magnitude (normalized by the rotational frequency of the rotor) in the core of the vortex
as a function of wake age. The wake age is defined to be 0◦ at the quarter-chord of the blade and it increases
as one moves towards the trailing edge and beyond. The wake age at the trailing edge corresponds to 4.19◦,
which is highlighted in Fig. 12(a). Figure 12(a) shows the vortex strength till 12◦ wake age. From this figure,
it is evident that the vortex strength initially grows till about mid-chord and it starts dropping thereafter.
The strength predicted using a finer surface grid is definitely higher at the very early wake ages, but the
predicted strengths using different meshes become comparable within a short-distance from the blade. From
Fig. 12(b), it is evident that the strength predicted by all the three mesh systems are almost identical at
later wake ages until a rotor revolution.

(a) “Coarse” mesh system (b) “Intermediate” mesh system (c) “Fine” mesh system

Figure 11. Vorticity contours near blade-tip for mesh systems with different surface resolution for TRAM rotor.

(a) Near wake (b) Far wake

Figure 12. Peak vorticity magnitude in the vortex core as a function of wake age for mesh systems with different
surface resolution for TRAM rotor.
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(a) Near wake (b) Far wake

Figure 13. Vortex core radius as a function of wake age for mesh systems with different surface resolution for TRAM
rotor.

Figure 13 shows the core radius, rv, (normalized by the blade tip chord) as a function of wake age for all
the cases. Core radius is measured as half the distance between peak-to-peak swirl velocity on a horizontal
cut across the center of the vortex. The core radius is seen to grow for the most part, except for a small dip
as the vortex goes past the blade tip. Meshes with the different surface resolutions predict very similar core
radius everywhere including very close to the blade.

Figure 14 shows the visualization of the computed wake using iso-surface of Q-criterion colored by the
vorticity magnitude for the three different simulations. The wake is very well resolved for a long period of
time. The vortex is seen to be twisting at later wake ages. Comparing the plots using different mesh systems,
there is no obvious qualititive difference in the predicted wake. The results presented in this section show
that the surface resolution, particularly the resolution near the tip region, do not have a very significant
impact on the rotor hover predictions. But, that is not to say that the surface mesh does not have to meet
certain minimum quality required for a CFD calculation.

V.B. Strand Length

Next, the sensitivity of hover prediction to the outer extent of the strand mesh (strand length) is studied.
The “rule-of-thumb” used for an overset calculation using a structured or an unstructured near-body grid
in Helios is to have the near-body grid extend out about one chord away from the blade. However, such a
recommendation does not hold true for the strand grid framework. Strand meshes have a tendency to fan out
when extruded near convex regions of the surface such as near the blade trailing edge and tip. Limiting the
outer extent of the strand mesh can prevent excessive grid fanning, and thus ensure sufficient resolution to
evolve the tip vortex. Therefore, strand lengths of one tip chord or less are considered for this study. Three
different blade meshes with short, intermediate and long strand lengths are used. These meshes use the same
surface tesselation as the fine blade mesh described in the previous section. Also, the intermediate strand
length blade mesh is identical to the fine blade mesh described in the previous section. Details regarding
the strand length, number of strand points and the wake spacing of the three blade meshes is provided in
Table 5. In the long strand length blade mesh, the normal spacing goes from the viscous spacing at the
surface to 1.25% tip chord at quarter tip chord length, then increases to 2.5% chord at half chord length and
then stays constant till the one chord outer boundary. The short and intermediate strand length meshes were
generated by cutting back strand layers from the long mesh. The finest spacing used in the off-body is 5%
tip chord, which means the mesh spacing ratio between the off-body and the near-body grid at the overset
interface is 4:1 with the short strand length blade mesh and 2:1 with the intermediate and long strand length
blade meshes. The resulting three mesh systems will be referred to as “short”, “intermediate” and “long”
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(a) “Coarse” mesh system (b) “Intermediate” mesh system

(c) “Fine” mesh system

Figure 14. Iso-surfaces of Q-criterion for mesh systems with different surface resolution for TRAM rotor.

Mesh Strand Strand Wake
Length Points Spacing

Short strand length blade mesh 0.25c 83 0.0125c
Intermediate strand length blade mesh 0.5c 101 0.025c
Long strand length blade mesh 1.0c 125 0.025c

Table 5. TRAM blade grid statistics for mesh systems with different strand length. c is the tip chord.

mesh systems, respectively, in this and the following sections.
Table 6 shows the predicted thrust (CT ) and power (CQ) coefficients (normalized by the rotor solidity,

σ) as well as figure of merit (FM) for the three sets of simulations. While the “intermediate” and the “long”
mesh systems predict similar rotor performance, the values predicted using the “short” mesh system show
some disparity. Both the thrust and power predicted by the “short” mesh system is larger and the predicted
FM is about 1% smaller, which is quite significant.

Figure 15 shows the vorticity magnitude contours near the tip of the blade for the three cases. Since all the
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Mesh System CT /σCT /σCT /σ CQ/σCQ/σCQ/σ FMFMFM

“Short” mesh system 0.168400 0.018924 0.783821
“Intermediate” mesh system 0.167464 0.018619 0.790012
“Long” mesh system 0.167400 0.018609 0.789982

Table 6. TRAM rotor performance for mesh systems with different strand length.

(a) “Short” mesh system (b) “Intermediate” mesh system (c) “Long” mesh system

Figure 15. Vorticity contours near blade-tip for mesh systems with different strand length for TRAM rotor.

(a) Near wake (b) Far wake

Figure 16. Peak vorticity magnitude in the vortex core as a function of wake age for mesh systems with different strand
length for TRAM rotor.

blade meshes have identical surface resolution, there is no qualitative difference in the initial vortex roll-up
predicted by various cases. The vortex in the “short” mesh system can be seen to dissipate very quickly at the
overset interface due to larger than desirable off-body to near-body mesh spacing ratio. Figure 16(a) provides
a quantitative estimate of drop in vortex strength by plotting the peak vorticity magnitude (normalized by
the rotational frequency of the rotor) in the core of the vortex as a function of wake age. The plot marks
the boundaries of various strand meshes and it is seen that the strength of the vortex drops more than 50%
as it passes through the overset interface in the “short” mesh system. Loss of vortex strength at the overset
interface is also observed in the “intermediate” and the “long” mesh systems, but the reduction in vortex
strength is of smaller magnitude. When the vortex is transferred to the off-body mesh, it decays at a slower
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rate as compared to in the near-body mesh. As a result, it is seen that the strength of the vortex at 12◦

wake age is comparable for the “short” and the “intermediate” mesh systems, while it is lower for the “long”
mesh system. Figure 16(b) looks at the vortex strength with wake age for one rotor revolution. The vortex
strength predicted by the “short” and “intermediate” mesh systems is very similar till the plotted wake age.
However, the vortex strength predicted using the “long” mesh system is lower. The predicted strength is
marginally lower till 120◦, which corresponds to the first blade passage. A sharp drop in the vortex strength
can be observed during the blade passage. At these instances, the vortex re-enters the long near-body grid
at an inboard region, whereas it misses both the short and the intermediate length strand grids. Figure 17
shows a plot of vorticity magnitude identifying the returning vortex for the three mesh systems. The strand
mesh is not refined sufficiently at an inboard station to convect strong vortices and therefore any re-entering
vortex gets quickly dissipated. Differences can also be observed in the vortex core radius, rv, (normalized by
the blade tip chord) plotted in Fig. 18. While the core radius predicted by the “short” and “intermediate”
mesh systems is very similar at wake ages going from 12◦ to 360◦, the “long” mesh system predicts a much
larger core radius. At regions very close to the blade, the core radius predicted by all three meshes have
disparities that is consistent with the vortex strength prediction.

Figure 19 shows the visualization of the computed wake using iso-surface of Q-criterion colored by vorticity
magnitude for the three different simulations. The wake location predicted by all the mesh systems is very

(a) “Short” mesh system (b) “Intermediate” mesh system (c) “Long” mesh system

Figure 17. Vorticity magnitude showing returning vortex for mesh systems with different strand length for TRAM
rotor.

(a) Near wake (b) Far wake

Figure 18. Vortex core radius as a function of wake age for mesh systems with different strand length for TRAM rotor.
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(a) “Short” mesh system (b) “Intermediate” mesh system

(c) “Long” mesh system

Figure 19. Iso-surfaces of Q-criterion for mesh systems with different strand length for TRAM rotor.

similar, however the wake structure is not. The instabilities in the wake is seen to reduce as the strand
length increases.

Overall, it can be summarized that the hover predictions are very sensitive to the strand length, if finest
the off-body Cartesian mesh refinement level is kept the same. Using strand mesh that goes out to only
quarter of the tip chord will have a smaller wake spacing and therefore, introduces large discrepancy between
the strand and the Cartesian mesh resolution. This leads to incorrect near-wake prediction, which in turn
has significant impact on the rotor performance prediction. On the other hand, having a strand length equal
to one tip chord not only dissipates the tip vortex in the early wake ages due to grid fanning, but also cannot
preserve the returning vortex re-entering the near-body mesh. Using half a tip chord strand length seems to
provide the best result in terms of both the performance as well as wake prediction.

V.C. Cartesian Mesh Resolution

It is clear from the previous section that poor grid resolution matching at the overset interface can significantly
impact the hover predictions. In this section, the effect of off-body Cartesian mesh resolution is investigated.
The short and intermediate strand length blade meshes from the previous section are simulated with a finer
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off-body Cartesian mesh, obtained by halving the finest mesh spacing. This provides a mesh spacing ratio
between the off-body and the near-body grid of 2:1 for the short strand length blade mesh and 1:1 for the
intermediate strand length blade mesh at the overset interface. The two new mesh systems considered here
will henceforth be referred to as “short - fine Cart” and “intermediate - fine Cart” mesh systems. Table 7
provides the details of the finest Cartesian spacing and final number (varies during the simulation due to
adaption) of Cartesian grid points in different mesh systems. Refining the Cartesian mesh nearly doubles
the mesh size. Also, note that using different near-body blade meshes with identical off-body refinement
level produces similar Cartesian mesh point count.

Mesh System Finest Number of
Cartesian Cart. Points

Spacing (millions)
“Short” mesh system 0.05c 100.6
“Intermediate” mesh system 0.05c 90.1
“Short - fine Cart” mesh system 0.025c 170.9
“Intermediate - fine Cart” mesh system 0.025c 176.5

Table 7. TRAM Cartesian mesh statistics for different mesh systems. c is the tip chord.

Table 8 shows the predicted thrust (CT ) and power (CQ) coefficients (normalized by the rotor solidity,
σ) as well as figure of merit (FM) for the simulations performed on different mesh systems. The results
from the “short” and the “intermediate” mesh systems are the same as shown in the previous section. From
the table, refining the Cartesian mesh is clearly seen to impact the rotor performance prediction. The figure
of merit predicted using finer Cartesian mesh is about 0.5% larger, signifying the need to accurately resolve
the tip vortex evolution. When the Cartesian mesh is refined, the performance predicted using the short
strand length blade mesh is comparable to the one with the intermediate strand length blade mesh, clearly
indicating the need to have good off-body to near-body grid spacing ratio.

Mesh System CT /σCT /σCT /σ CQ/σCQ/σCQ/σ FMFMFM

“Short” mesh system 0.168400 0.018924 0.783821
“Intermediate” mesh system 0.167464 0.018619 0.790012
“Short - fine Cart” mesh system 0.168098 0.018611 0.794863
“Intermediate - fine Cart” mesh system 0.168018 0.018616 0.794082

Table 8. TRAM rotor performance for mesh systems with different Cartesian mesh resolution.

Figure 20 shows the vorticity magnitude contours near the tip of the blade for the two mesh systems using
finer Cartesian refinement. Similar contours for the “short” and “intermediate” mesh systems were plotted
in Figs. 15(a) and (b), respectively. The transfer of vortex from the near-body to the off-body mesh is much
smoother with the refined Cartesian mesh. The vortex strength is also maintained well in the off-body mesh
while using a finer resolution. Figure 21 shows the evolution of peak vorticity magnitude (normalized by the
rotational frequency of the rotor) in the core of the vortex as a function of wake age. There is no visible
reduction in vortex strength at the overset interface when using a finer Cartesian mesh. The off-body solver
uses a high-order spatial discretization and therefore, can better preserve the vortex better as compared to
the near-body solver operating on grids with similar resolution. Owing to this, the near wake vortex strength
predicted by the “short - fine Cart” mesh system is higher than that predicted by the “intermediate - fine
Cart” mesh system. In the “short - fine Cart” mesh system, the vortex is transferred to the off-body grid
at an earlier wake age. From Fig. 21(b), it is evident that the vortex strength on the “short - fine Cart”
mesh system is higher for about two blade passages (240◦ wake age), but due to a slightly faster strength
decay (possible caused by larger wake instability as discussed later), it becomes comparable to the strength
predicted by the “intermediate - fine Cart” mesh system by the wake age of 360◦. The vortex strength
predicted by using a finer Cartesian mesh is significantly larger than that computed using a coarser mesh
even after one revolution. Figure 22 shows the core radius, rv, (normalized by the blade tip chord) as a
function of wake age for all the cases. The use of finer Cartesian mesh clearly predicts a much tighter vortex
core. The predicted core radius does not change with the varying extent of the near-body mesh.
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(a) “Short - fine Cart” mesh system (b) “Intermediate - fine Cart” mesh system

Figure 20. Vorticity contours near blade-tip for mesh systems with finer Cartesian mesh resolution for TRAM rotor.

(a) Near wake (b) Far wake

Figure 21. Peak vorticity magnitude in the vortex core as a function of wake age for mesh systems with different
Cartesian mesh resolution for TRAM rotor.

Figure 23 shows the visualization of the computed wake using iso-surface of Q-criterion colored by vorticity
magnitude for the two new mesh systems. When compared to Fig. 19, the predicted vortex trajectory does
not change when Cartesian mesh is refined. Surprisingly, the use of finer Cartesian mesh is seen produce a
more stable wake. The wake predicted by the “short - fine Cart” mesh system shows slightly more instability
when compared to that predicted using “intermediate - fine Cart” mesh system.

To summarize this section, refining the Cartesian mesh is seen to improve the overall hover predictions,
both in terms of performance as well as wake characteristics. With sufficient Cartesian mesh refinement,
there is no practical difference in the results when using a strand mesh extending either to quarter chord or
to half chord distance. Additional simulations with even finer off-body mesh is needed to determine if the
use of shorter blade mesh has any clear advantage over the intermediate length mesh. Such a calculation is
very expensive and may not be of any practical value. Therefore, use of strand grid with half a chord extent
is recommended for most rotor blade simulations.
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(a) Near wake (b) Far wake

Figure 22. Vortex core radius as a function of wake age for mesh systems with different Cartesian mesh resolution for
TRAM rotor.

(a) “Short - fine Cart” mesh system (b) “Intermediate - fine Cart” mesh system

Figure 23. Iso-surfaces of Q-criterion for mesh systems with finer Cartesian mesh resolution for TRAM rotor.

VI. Concluding Remarks

The strand grid framework is being pursued by HPCMP CREATETM program as a viable approach to
achieve automatic viscous mesh generation. Strand grid generation require very few input parameters. This
work investigates the sensitivity of rotor hover predictions to various meshing parameters in the the strand
grid framework using the hovering TRAM rotor calculations at 14◦ collective angle. The sensitivity to surface
mesh resolution, outer extent of the strand grid (strand length) and the resolution of the off-body Cartesian
mesh is explored. Details of the performance and the wake characteristics predictions are presented. Listed
below are the specific conclusions.

1. Surface resolution, when ascertained a minimum quality needed for a CFD calculation, does not have
any significant impact on rotor hover predictions. The strand mesh with only 10 points across the
thickness of the blade predicts a weaker vortex during the initial roll-up, but the vortex strength
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quickly recovers and results become comparable to the meshes having 20 or 40 points across the blade
thickness.

2. Hover predictions are very sensitive to the strand length, if the finest off-body Cartesian mesh refine-
ment level is left unchanged. Using a short strand length, resulting in poor near-body to off-body
overlap resolution, predicts incorrect rotor performance due to errors introduced in transferring the
solution at the overset interface. On the other hand, using a long strand mesh dissipates the near wake
due to grid fanning and the returning vortex because it re-enters a coarse portion of the near-body grid.
Using half a tip chord strand length seems to provide the best result in terms of both the performance
as well as the wake prediction.

3. Refining the Cartesian mesh to have a mesh resolution comparable to the near-body strand grid is seen
to improve the overall hover predictions, both in terms of performance as well as wake characteristics.
But, any additional level of refinement comes with a penalty of almost doubling the computation cost
of the off-body solution. With sufficient Cartesian mesh refinement, there is no practical difference
in the results using a strand mesh extending either to quarter chord or to half chord distance. But,
the use of shorter strand mesh requires a finer Cartesian mesh to ensure good overset interfacing and
cannot be used with a coarser off-body mesh. Therefore, use of strand grid with half a chord extent
is probably the best for most rotor blade simulations. The ratio of the off-body to the near-body
grid spacing at the overset interace should be determined based on the available resources and the
importance of interactional aerodynamics in the problem.
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